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1. Introduction

Since the pioneering papers by Khvolson [1] and Schuster [2], the radiative transfer
theory (RTT) has been a basic working tool in astrophysics, atmospheric physics, and
remote sensing [3–11], while the radiative transfer equation (RTE) has become a
classical equation of mathematical physics [12–15]. However, the RTT has been often
criticized for its phenomenological character, lack of solid physical background, and
unknown range of applicability [e.g., 16]. The past three decades have demonstrated
substantial progress in studies of the statistical wave content of the RTT (e.g., [17–24]
and references therein). This research has resulted in a much better understanding of the
physical foundation of the RTT and has ultimately made the RTE a corollary of the
statistical electromagnetics [25].

The aim of this chapter is to demonstrate how the RTE follows from the Maxwell
equations when the latter are applied to the problem of multiple electromagnetic
scattering in discrete random media and to discuss how this equation can be solved in
practice. The following section contains a brief summary of those principles of classical
electromagnetics that form the basis of the theory of single light scattering by a small
particle. Section 3 outlines the derivation of the general RTE starting from the vector
form of the Foldy-Lax equations for a fixed N-particle system and their far-field version.
Based on the assumption that particle positions are completely random, the RTE is
derived by applying the Twersky approximation to the coherent electric field and the
Twersky and ladder approximations to the coherency dyad of the diffuse field in the
limit ∞→N . We then discuss in detail the assumptions leading to the RTE and the
physical meaning of the quantities entering this equation. The final section describes a
general technique for solving the RTE that allows efficient software implementation and
leads to physically based practical applications.

2. Single scattering

Many quantities used in the derivation of the RTE and finally entering it originate in the
electromagnetic theory of scattering by a single particle. Therefore, we will introduce in this
section the necessary single-scattering concepts and definitions and briefly recapitulate the
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results that will be necessary for understanding the material presented in the following
sections. A comprehensive treatment of the subject of single scattering, including explicit
derivations of all formulas, can be found in [26].

2.1.  COHERENCY MATRIX, COHERENCY VECTOR, AND
          STOKES VECTOR

In order to introduce the basic radiometric and polarimetric characteristics of a transverse
electromagnetic wave, we use a local Cartesian coordinate system with origin at the
observation point (Fig. 1) and specify the direction of propagation of the wave by a unit
vector n̂ = },{ ϕθ , where ] ,0[ πθ ∈  is the zenith angle and )2 ,0[ πϕ ∈  is the azimuth angle
measured from the positive x-axis in the clockwise direction when looking in the direction
of the positive z-axis. Because the wave is assumed to be transverse, the electric field at the
observation point can be expressed as ϕθ ˆˆ

ϕθϕθ EE +=+= EEE , where θE  and ϕE  are
the θ - and ϕ -components of the electric field vector.

Consider a time-harmonic plane electromagnetic wave propagating in a homogeneous,
linear, isotropic, and nonabsorbing medium with a real electric permittivity ε  and a real
magnetic susceptibility µ :

)ˆiexp()( 0 rnErE ⋅= k ,           0ˆ0 =⋅nE ,      (1)

where the time factor )iexp( tω−  is omitted, εµω=k  is the wave number, and ω  is the
angular frequency. The 22×  coherency matrix ρ  is defined by 
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Fig. 1. Local coordinate system used to describe the direction of propagation and
the polarization state of a transverse electromagnetic wave.
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where the asterisk denotes a complex-conjugate value. The elements of ρ  have the
dimension of monochromatic energy flux (Wm–2) and can be also grouped into a 14×
coherency column vector:
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The Stokes parameters I, Q, U, and V are then defined as the elements of a 14×  column
Stokes vector I:
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2.2. VOLUME INTEGRAL EQUATION AND LIPPMANN-SCHWINGER
  EQUATION

Consider a scattering object that occupies a finite interior region INTV  and is surrounded by
the infinite exterior region EXTV . The interior region is filled with an isotropic, linear, and
possibly inhomogeneous material.

The monochromatic Maxwell curl equations describing the scattering of a time-
harmonic electromagnetic field are as follows:

EXT
1

1 for    )(i)(
)(i)( V∈
�
�
�

−=×∇
=×∇ rrErH

rHrE
ωε

ωµ ,      (6)

INT
2

2 for    )()(i)(
)()(i)( V∈
�
�
�

−=×∇
=×∇ rrErrH

rHrrE
ωε

ωµ ,      (7)

where subscripts 1 and 2 refer to the exterior and interior regions, respectively. Since the
first relations in Eqs. (6) and (7) yield the magnetic field provided that the electric field is
known everywhere, we will look for the solution of these equations in terms of only the
electric field. Assuming that the host medium and the scattering object are nonmagnetic,
i.e., 012 )( µµµ =≡r , where 0µ  is the permeability of a vacuum, and following the
approach described in [26], one can reduce Eqs. (6) and (7) to the following volume integral
equation:
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where ),( rr ′G
�

 is the free space dyadic Green’s function, 12 )()( kkm rr =  is the refractive

index of the interior relative to that of the exterior, and 011   µεω=k  and

022  )( )( µεω rr =k  are the wave numbers in the exterior and interior regions,

respectively. Alternatively, the scattered field )()()( incsca rErErE −=  can be expressed in

terms of the incident field by means of the dyad transition operator T
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:
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Substituting Eq. (9) in Eq. (8) yields the Lippmann-Schwinger equation for T
�

:
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where I
�

 is the identity dyad.

2.3.  FAR-FIELD SCATTERING

We now choose a point O at the geometrical center of the scatterer as the common origin of
all position vectors (Fig. 2) and make the standard far-field-zone assumptions that rk1 � 1
and that r is much larger than any linear dimension of the scatterer. Then Eq. (8) becomes

′⋅−′−′′⋅⊗−=
∞→ INT 

1
23

2
11sca )ˆiexp()( ]1)([ d    )ˆˆ(

4
 )exp(i    )(

Vr
kmIk

r
rk rrrErrrrrE

�

π
,    (11)

where ⊗  denotes a dyadic product of two vectors and rrr =ˆ  is a unit vector in the

direction of r. The factor φφθθrr ˆˆˆˆˆˆ ⊗+⊗=⊗−I
�

 ensures that the scattered spherical
wave in the far-field zone is transverse so that

0)ˆ( ˆ       , )ˆ( )exp(i    )( sca
1

sca
1

1sca =⋅=
∞→

rErrErE
r

rk
r

,    (12)

where the scattering amplitude )ˆ(sca
1 rE  is independent of r and describes the angular

distribution of the scattered radiation.
Assuming that the incident field is a plane electromagnetic wave =)(inc rE

)ˆiexp( inc
1

inc
0 rnE ⋅k  yields

inc
0

incscascasca
1 )ˆ,ˆ()ˆ( EnnnE ⋅= A

�

,    (13)

where rn ˆˆ sca =  (Fig. 2). The elements of the so-called scattering dyad )ˆ,ˆ( incsca nnA
�

 have the
dimension of length.
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It follows from Eq. (12) that 0)ˆ,ˆ(ˆ incscasca =⋅ nnn A
�

. Since 0ˆ incinc
0 =⋅nE , the dot product

incincsca ˆ)ˆ,ˆ( nnn ⋅A
�

 is not defined by Eq. (13). To complete the definition, we take this
product to be zero. As a consequence, only four out of nine components of the scattering
dyad are independent. It is therefore convenient to introduce a 22×  amplitude matrix S ,
which describes the transformation of the θ - and ϕ -components of the incident plane
wave into the θ - and ϕ -components of the scattered spherical wave (Fig. 2):

inc
0

incsca1scasca  )ˆ,ˆ( )exp(i    )ˆ( ESE nnn
r

rkr
r ∞→
= ,    (14)

where E denotes a two-component column formed by the θ - and ϕ -components of the
electric vector. The elements of the amplitude matrix are expressed in terms of the
scattering dyad as follows:

.ˆˆ      ,ˆˆ
,ˆˆ       ,ˆˆ

incsca
22

incsca
21

incsca
12

incsca
11

φφθφ
φθθθ
⋅⋅=⋅⋅=
⋅⋅=⋅⋅=

ASAS
ASAS
��

��

   (15)

2.4.  PHASE AND EXTINCTION MATRICES

The relationship between the coherency vectors of the incident and scattered light for
scattering directions away from the incidence direction ( incˆˆ nr ≠ ) in the far-field zone is
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Fig. 2. Scattering in the far-field zone.



372

described by the 44×  coherency phase matrix JZ :

incincsca
2

scasca  )ˆ,ˆ(1)ˆ( JZJ nnn J

r
r = ,    (16)

where the coherency vectors of the incident plane wave and the scattered spherical wave are
given by
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and the elements of )ˆ,ˆ( incsca nnJZ  are quadratic combinations of the elements of the
amplitude matrix )ˆ,ˆ( incsca nnS :
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The corresponding Stokes transformation law is

 incincsca
2

scasca  )ˆ,ˆ(1)ˆ( IZI nnn
r

r = ,    (19)

where incinc DJI =  and scasca DJI = . The explicit expressions for the elements of the Stokes
phase matrix Z follow from Eq. (18) and the obvious formula

1incscaincsca )ˆ,ˆ()ˆ,ˆ( −= DDZZ nnnn J .    (20)

The coherency vector of the total field for directions r̂  very close to incn̂  is defined as
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where )ˆ()ˆ()ˆ( scainc rErErE rrr +=  is the total electric field. Integrating )ˆ( rrJ  over the
surface S∆  of a collimated detector facing the incident wave, one can obtain for the total
polarized signal:

)()ˆ(∆∆)ˆ( 2incincincinc −+−= rSSr J OJΚJJ nn ,    (22)

where the elements of the 44×  coherency extinction matrix )ˆ( incnJΚ  are expressed in
terms of the elements of the forward-scattering amplitude matrix )ˆ,ˆ( incinc nnS  as follows:
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In the Stokes-vector representation,

)()ˆ(∆∆)ˆ( 2incincincinc −+−= rSSr OI KII nn ,    (24)

where )ˆ()ˆ( incinc nn rr DJI = . Expressions for the elements of the 44×  Stokes extinction
matrix )ˆ( incnK  follow from Eq. (23) and the formula

1incinc )ˆ()ˆ( −= DDΚΚ nn J .    (25)

Equations (22) and (24) represent the most general form of the optical theorem and
show that the presence of the scattering particle changes not only the total power of the
electromagnetic radiation received by the detector facing the incident wave, but also,
perhaps, its state of polarization. The latter phenomenon is called dichroism and results
from different attenuation rates for different polarization components of the incident
wave.

2.5.  OPTICAL CROSS SECTIONS

Important optical characteristics of the scattering object are the total scattering,
absorption, and extinction cross sections. The scattering cross section scaC  is defined
such that the product of scaC  and the incident monochromatic energy flux gives the total
monochromatic power removed from the incident wave owing to scattering of the
incident radiation in all directions. Similarly, the product of the absorption cross section

absC  and the incident monochromatic energy flux is equal to the total monochromatic
power removed from the incident wave as a result of absorption of light by the object.
Finally, the extinction cross section extC  is the sum of the scattering and absorption
cross sections and characterizes the total monochromatic power removed from the
incident light due to the combined effect of scattering and absorption.

Explicit formulas for the extinction and scattering cross sections are as follows:

incinc
12

incinc
11incext )ˆ( )ˆ([1 QI

I
C nn ΚΚ +=

             ])ˆ()ˆ( incinc
14

incinc
13 VU nn ΚΚ ++ ,    (26)

+=
π4 

incinc
12

incinc
11incsca )ˆ ,ˆ()ˆ ,ˆ([ ˆd    1 QZIZ

I
C nrnrr

    ])ˆ ,ˆ()ˆ ,ˆ( incinc
14

incinc
13 VZUZ nrnr ++ .            (27)

We then have 0scaextabs ≥−= CCC . The single-scattering albedo is defined as the ratio of
the scattering and extinction cross sections,



374

1extsca ≤= CCϖ ,    (28)

and is equal to unity for nonabsorbing particles.

2.6 SINGLE SCATTERING BY A SMALL COLLECTION OF
 RANDOMLY POSITIONED PARTICLES

The formalism described above can also be applied to single scattering by tenuous particle
collections under certain simplifying assumptions. Consider a volume element having a
linear dimension l and comprising a number N of randomly positioned particles. We assume
that N is sufficiently small and that the mean distance between the particles is large enough
that the contribution of light scattered by the particles to the total field exciting each particle
is much weaker than the external incident field and can be neglected. We also assume that
the positions of the particles are sufficiently random that there are no systematic phase
relations between individual waves scattered by different particles. Consider now far-field
scattering by the entire volume element by assuming that the observation point is located at
a distance much greater than both l and the wavelength of the incident light. It can then be
shown [26] that the cumulative optical characteristics of the entire volume element are
obtained by incoherently adding the respective optical characteristics of the individual
particles:

ext
1

extext )( CNCC
N

i
i ==�

=

,    (29)

scascasca )( CNCC i ==� ,    (30)

absabsabs )( CNCC i ==� ,    (31)

KKK Ni ==� ,    (32)

ZZZ Ni ==� ,    (33)

where the index i numbers the particles and extC , scaC , absC , K , and Z  are the
average extinction, scattering, and absorption cross sections and the extinction and phase
matrices per particle, respectively.

2.7 MACROSCOPICALLY ISOTROPIC AND MIRROR-SYMMETRIC
  SCATTERING MEDIA

By definition, the phase matrix relates the Stokes parameters of the incident and the
scattered beam defined relative to their respective meridional planes. In contrast, the
scattering matrix F relates the Stokes parameters of the incident and the scattered beam
defined with respect to the scattering plane, i.e., the plane through the incn̂  and scan̂ . A
simple way to introduce the scattering matrix is to direct the z-axis of the laboratory
reference frame along the incident beam and superpose the meridional plane with 0=ϕ
and the scattering plane:

)( scaθF = )0 ,0  ;0 ,( incincscasca === ϕθϕθZ .    (34)
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The concept of scattering matrix is especially useful in application to so-called
macroscopically isotropic and mirror-symmetric scattering media composed of
randomly oriented particles with a plane of symmetry and/or equal numbers of randomly
oriented particles and their mirror-symmetric counterparts. Indeed, in this case the
scattering matrix of a particle collection is independent of incidence direction and
orientation of the scattering plane, is functionally dependent only on the scattering angle

)ˆˆarccos( scainc nn ⋅=Θ , and has a simple structure:

)(

)()(00
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−

= ,    (35)

where �� )(ΘF  is the ensemble-averaged scattering matrix per particle.
Knowledge of the scattering matrix can be used to calculate the Stokes phase matrix for

an isotropic and mirror-symmetric scattering medium (Fig. 3). Specifically, to compute the
Stokes vector of the scattered beam with respect to its meridional plane, one must:

•  calculate the Stokes vector of the incident beam with respect to the scattering plane;
•  multiply it by the scattering matrix, thereby obtaining the Stokes vector of the scattered

beam with respect to the scattering plane; and finally
•  compute the Stokes vector of the scattered beam with respect to its meridional plane.

This procedure yields:

)( )( )( ) ,  ; ,( 12
incincscasca σπΘσϕθϕθ −−= LFLZ ,    (36)

                              

1σ

2σ

y

x

z

scan̂

incn̂Θ

Fig. 3. Relationship between the scattering and phase matrices.
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where

)(ηL  
1000
02cos2sin0
02sin2cos0
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= ηη
ηη              (37)

is the Stokes rotation matrix that describes the transformation of the Stokes vector as the
reference plane is rotated by an angle η  in the clockwise direction when one is looking
in the direction of light propagation.

The extinction matrix for an isotropic and mirror-symmetric scattering medium is
direction independent and diagonal:

∆KK  )ˆ( extCN=≡n ,    (38)

where ∆  is the 44×  unit matrix. The average extinction, scattering, and absorption
cross sections per particle and the average single-scattering albedo are also independent
of the propagation direction of the incident light as well as of its polarization state.

It is convenient in the RTT to use the so-called normalized scattering matrix
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with dimensionless elements. The (1, 1)-element of this matrix, traditionally called the
phase function, is normalized to unity according to

1    )( sin 1

 

0 2
1 =ΘΘΘ

π
ad .    (40)

Similarly, the normalized phase matrix can be defined as

) ,  ; ,(4 ) ,  ; ,(
~ incincscasca

sca

incincscasca ϕϑϕϑπϕϑϕϑ ZZ
C

= .    (41)

3. Multiple Scattering

3.1.  FOLDY-LAX EQUATIONS

We will now study multiple scattering by large particle collections and eventually derive
the RTE. We begin by considering electromagnetic scattering by a fixed group of N
particles collectively occupying the interior region �

N
i iVV 1INT == , where iV  is the

volume occupied by the ith particle. Equation (8) now reads

33
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where the total potential function )(rU  is given by
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and )(riU  is the ith-particle potential function.  The latter is defined by
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where 12 )()( kkm ii rr =  is the relative refractive index of particle i. All position vectors
originate at the origin O of an arbitrarily chosen laboratory coordinate system. It can
then be shown [25] that the total electric field everywhere in space can be expressed as
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where the field iE  exciting particle i is given by
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1)(

inc rErErE ij
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 satisfies the Lippmann-Schwinger equation

i
V

iiii VTGUIUT
i

∈′′′′⋅′′′′+′−=′ rrrrrrrrrrrrr  ,     ),,( ),( d   )( )(δ )(),(
 

3
����

,    (48)

and is the dyad transition operator of particle i in the absence of all other particles.
The Foldy-Lax equations (45)–(47) directly follow from Maxwell’s equations and

describe the process of multiple scattering by a fixed group of N particles. Specifically,
Eq. (45) decomposes the total field into the vector sum of the incident field and the
partial fields generated by each particle in response to the corresponding exciting fields,
whereas Eqs. (46) and (47) show that the field exciting each particle consists of the
incident field and the fields generated by all other particles.

3.2.  FAR-FIELD ZONE APPROXIMATION

Assume now that the distance between any two particles in the group is much greater
than the wavelength and much greater than the particle sizes, which means that each
particle is located in the far-field zones of all other particles. This assumption allows us
to considerably simplify the Foldy-Lax equations. Indeed, the contribution of the jth
particle to the field exciting the ith particle in Eq. (46) can now be represented as a
simple outgoing spherical wave centered at the origin of particle j:
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R
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RrR −⋅+=
∞→

, and the vectors r ,

jr , iR , jR , and ijR  are shown in Fig. 4(a). Obviously, ijE  is the partial exciting field
at the origin of the ith particle caused by the jth particle. Thus, Eqs. (46) and (49) show
that each particle is excited by the external field and the superposition of locally plane
waves from all other particles with amplitudes ijiijk ERR  )ˆiexp( 1 ⋅−  and propagation
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Fig. 4. Scattering by widely separated particles. The local origins iO  and jO  are
chosen arbitrarily inside particles i and j, respectively.
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directions ijR̂ :

)ˆiexp()( 1
inc
0 rsErE ⋅≈ ki iijijiij

N
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Vkk ∈⋅⋅−+ �
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rrRERR       , )ˆexp(i  )ˆiexp( 11
1)(

,    (52)

where we have assumed that the external incident field is a plane electromagnetic wave
)ˆiexp()( 1

inc
0

inc rsErE ⋅= k .
According to Eqs. (12) and (13), the outgoing spherical wave generated by the jth

particle in response to a plane-wave excitation of the form )ˆiexp( 1 jk rnE ⋅  is given by

Enr ⋅)ˆ,ˆ( )( jjj ArG
�

, where jr  originates at jO  and )ˆ,ˆ( nr jjA
�

 is the jth particle scattering
dyad centered at jO . To make use of this fact, we must rewrite Eq. (52) for particle j
with respect to the jth-particle coordinate system centered at jO , Fig. 4(a).  Taking into
account that jj Rrr +=  yields
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The electric field at iO  generated in response to this excitation is simply
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Equating this expression with the right-hand side of Eq. (49) evaluated for iRr =
finally yields a system of linear algebraic equations for the partial exciting fields ijE :
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After the system (55) is solved, one can find the electric field exciting each particle
and the total field.  Indeed, Eq. (53) gives for a point iV∈′′r :
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[see Fig. 4(b)], which is a vector superposition of locally plane waves. Substituting
0=′′ir  in Eq. (56) yields
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inc )()( .             (57)

Finally, substituting Eq. (56) in Eq. (45), we derive for the total electric field:
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where the observation point r, Fig. 4(b),  is assumed to be in the far-field zone of any
particle forming the group.

3.3.  TWERSKY APPROXIMATION

We will now rewrite Eqs. (58) and (55) in a compact form:
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where )(rEE = , )(incinc rEE = , )(incinc
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Iterating Eq. (60) yields
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whereas substituting Eq. (62) in Eq. (59) gives an order-of-scattering expansion of the
total electric field:
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The terms with ij =  and jl =  in the triple summation on the right-hand side of
Eq. (63) are excluded, but the terms with il =  are not. Therefore, we can decompose
this summation as follows:
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Higher-order summations in Eq. (63) can be decomposed similarly. Hence, the total field
at an observation point r consists of the incident field and single- and multiple-scattering
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contributions that can be divided into two groups. The first one includes all the terms
that correspond to self-avoiding scattering paths, whereas the second group includes all
the terms corresponding to the paths that go through a scatterer more than once. The so-
called Twersky approximation [27] neglects the terms belonging to the second group
and retains only the terms from the first group:
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It is straightforward to show that the Twersky approximation includes the majority of
multiple-scattering paths and thus can be expected to yield rather accurate results
provided that the number of particles is sufficiently large. 

Panel (a) of Fig. 5 visualizes the full expansion (63), whereas panel (b) illustrates the
Trwersky approximation (65). The symbol     represents the incident field, the symbol

    denotes multiplying a field by a B
�

 dyad, and the dashed connector indicates that
two scattering events involve the same particle.

3.4.  COHERENT FIELD

Let us now consider electromagnetic scattering by a large group of N arbitrarily oriented

                         

(a)

(b)

E(r) = + +

  +

+

+

E(r) =  + +

+

+

Fig. 5. Diagrammatic representations of (a) Eq. (63) and (b) Eq. (65).
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particles randomly distributed throughout a volume V. The particle ensemble is
characterized by a probability density function ), ...; ;, ...; ;,( 11 NNiip ξξξ RRR  such that
the probability of finding the first particle in the volume element 1

3d R  centered at 1R
and with its state in the region 1dξ  centered at 1ξ , …, the ith particle in the volume
element iR3d  centered at iR  and with its state in the region iξd  centered at iξ , …, and
the Nth particle in the volume element NR3d  centered at NR  and with its state in the

region Nξd  centered at Nξ  is given by 
=

N

i
iiNNp

1
3

11 d d), ...; ;,( ξξξ RRR . The state of

a particle can collectively indicate its size, refractive index, shape, orientation, etc. The
statistical average of a random function f depending on all N particles is given by

∏�
=

=��

N

i
iiNNNN pff

1

3
1111 dd), ...; ;,(), ...; ;,( ξξξξξ RRRRR .        (66)

If the position and state of each particle are independent of those of all other particles
then

∏
=

=
N

i
iiiNN pp

1
11 ),(), ...; ;,( ξξξ RRR .        (67)

This is a good approximation when particles are sparsely distributed so that the finite
size of the particles can be neglected. In this case the effect of size appears only in the
particle scattering characteristics. If, furthermore, the state of each particle is
independent of its position then

)( )(),( iiiiiii ppp ξξ ξRR R= .         (68)

Finally, assuming that all particles have the same statistical characteristics, we have

),(),( iiiii pp ξξ RR ≡ )( )( ii pp ξξRR= .        (69)

Obviously,

Nnp )( )( 0 RRR = .        (70)

If the spatial distribution of the N particles throughout the volume V is statistically
uniform then

VNnn =≡ 00 )(R , Vp 1 )( =RR .             (71)

The electric field )(rE  at a point r in the scattering medium is a random function of
r and of the coordinates and states of the particles and can be decomposed into the
average (coherent) field )(c rE  and the fluctuating field )(f rE :

)()()( fc rErErE += , )()(c rErE = ,    0)(f =rE .        (72)

Assuming that the particles are sparsely distributed and have the same statistical
characteristics, we have from Eqs. (65), (67), and (69):
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where �� )ˆ,ˆ( nmA
�

 is the average of the scattering dyad over the particle states. Finally,
recalling Eq. (70), we obtain in the limit ∞→N :
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00 d d )()( ,  (74)

where we have replaced all factors !)!( NnN −  by nN . This is the general vector form
of the expansion derived by Twersky [27] for scalar waves.

Assume now that the particles are distributed uniformly throughout the volume so that
00 )( nn ≡R  and that the scattering medium has a concave boundary. The latter assumption

ensures that all points of a straight line connecting any two points of the medium lie inside
the medium. It is convenient to introduce an s-axis parallel to the incidence direction and
going through the observation point (Fig. 6). This axis enters the volume V at the point A
such that 0)( =As  and exits it at the point B. One can then use the asymptotic expansion of
a plane wave in spherical waves [28],

)iexp()ˆˆ([δ 2i   )ˆiexp( 1
1

1
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′−′+
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=′⋅
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RsRs π )]iexp()ˆˆ(δ 1 ii Rk ′′−− Rs ,

and assume that the observation point is in the far-field zone of any particle to derive [25]:

)()ˆ,ˆ()(2iexp)( inc1
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Since srrr ˆ)(sA += , we have

)()]()ˆ(iexp[)( inc
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where
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1 sss A

k
nIk
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is the dyadic propagation constant for the propagation direction ŝ  and

])ˆ(iexp[),ˆ( ss ss κη ��

=               (78)

is the coherent transmission dyad. This is the general vector form of the Foldy
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approximation for the coherent field. Another form of Eq. (76) is

)()ˆ(i
d

)(d
c

c rEsrE ⋅= κ�
s

.         (79)

The coherent field also satisfies the vector Helmholtz equation

0)()ˆ()( c
2

1c
2 =⋅+∇ rEsrE ε�k ,         (80)

where )ˆ,ˆ(4)ˆ( 2
10 sss AknI

��

� −+= πε  is the effective dyadic dielectric constant.

These results have several important implications. First, they show that the coherent
field is a wave propagating in the direction of the incident field .ŝ  Second, since the
products ,)ˆ,ˆ( inc

0Ess ⋅A
�

 ,)ˆ,ˆ()ˆ,ˆ( inc
0Essss ⋅⋅ AA

��

 etc. always give electric vectors normal

to ,ŝ  the coherent wave is transverse: 0ˆ)(c =⋅srE . Third, Eq. (77) generalizes the optical
theorem to the case of many scatterers by expressing the dyadic propagation constant in
terms of the forward-scattering amplitude matrix averaged over the particle ensemble.

We can now make use of the transverse character of the coherent wave to rewrite the
above equations in a simpler matrix form. As usual, we characterize the propagation
direction ŝ  at the observation point r using the corresponding zenith and azimuth angles
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Fig. 6. Scattering volume
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in the local coordinate system centered at the observation point and having the same
spatial orientation as the laboratory coordinate system },,{ zyx  (Fig. 6). Then the

coherent field can be written as θrrE ˆ)()( cc θE=  φr ˆ)(cϕE+ . Denoting, as always, the
two-component electric column-vector of the coherent field by )(c rE , we have

)()ˆ(i
d

)(d
c

c rsr EkE =
s

,    (81)

where )ˆ(sk  is the 22×  matrix propagation constant with elements
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Obviously,

)ˆ,ˆ(2]1 ,1[diag)ˆ(
1

0
1 sss Sk

k
nk π+= ,         (83)

where �� )ˆ,ˆ( ssS  is the forward-scattering amplitude matrix averaged over the particle states.
It is not surprising that the propagation of the coherent field is controlled by the forward-

scattering amplitude matrix. Indeed, the fluctuating component of the total field is the sum
of the partial fields generated by different particles. Random movements of the particles
involve large phase shifts in the partial fields and cause the fluctuating field to vanish when
it is averaged over particle positions. The exact forward-scattering direction is different
because in any plane parallel to the incident wave-front, the phase of the partial wave
forward-scattered by a particle in response to the incident wave does not depend on the
particle position. Therefore, the interference of the incident wave and the forward-scattered
partial wave is always the same irrespective of the particle position, and the result of the
interference does not vanish upon averaging over all particle positions.

3.5.  TRANSFER EQUATION FOR THE COHERENT FIELD

We will now switch to quantities that have the dimension of monochromatic energy flux
and can thus be measured by an optical device. We first define the coherency column vector
of the coherent field according to
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and derive from Eqs. (81) and (83) the following transfer equation:

)()ˆ(
d

)(d
c0

c rsr JKJ Jn
s

−= ,       (85)

where JK  is the coherency extinction matrix given by Eq. (23). The Stokes-vector
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representation of this equation is obtained using the definition cc  DJI =  and Eq. (25):

)()ˆ(
d

)(d
c0

c rsr IKI n
s

−= ,       (86)

where K is the Stokes extinction matrix. Both cJ  and cI  have the dimension of
monochromatic energy flux. The formal solution of Eq. (86) can be written in the form

)( )](,ˆ[ )( cc As rrsr IHI = ,       (87)

where

{ }sns )ˆ( exp),ˆ( 0 ss KH −=         (88)

is the coherent transmission Stokes matrix.
The interpretation of Eq. (87) is most obvious when the average extinction matrix is

given by Eq. (38):

 )( ])(exp[)( cext0c AsCn rrr II ���−= )()](exp[ cext As rr I α−= ,       (89)

which means that the Stokes parameters of the coherent wave are exponentially attenuated
as the wave travels through the discrete random medium. The attenuation rates for all four
Stokes parameters are the same, which means that the polarization state of the wave does
not change. Equation (89) is the standard Beer’s law, in which extα  is the extinction
coefficient. The attenuation is a combined result of scattering of the coherent field by
particles in all directions and, possibly, absorption inside the particles and is an inalienable
property of all scattering media, even those composed of nonabsorbing particles with

0abs =��C . In general, the extinction matrix is not diagonal and can explicitly depend on
the propagation direction. This occurs, for example, when the scattering medium is
composed of non-randomly oriented nonspherical particles. Then the coherent transmission
matrix H in Eq. (87) can also have non-zero off-diagonal elements and cause a change in
the polarization state of the coherent wave as it propagates through the medium.

3.6.  DYADIC CORRELATION FUNCTION

An important statistical characteristic of the multiple-scattering process is the so-called
dyadic correlation function defined as the ensemble average of the dyadic product

)()( rErE ′⊗ ∗ . Obviously, the dyadic correlation function has the dimension of
monochromatic energy flux. Recalling the Twersky approximation (65) and Fig. 5(b), we
conclude that the dyadic correlation function can be represented diagrammatically by Fig. 7.
To classify different terms entering the expanded expression inside the angular brackets on
the right-hand side of this equation, we will use the notation illustrated in Fig. 8(a). In this
particular case, the upper and the lower scattering paths go through different particles.
However, the two paths can involve one or more common particles, as shown in panels (b)–
(d) by using the dashed connectors. Furthermore, if the number of common particles is two
or more, they can enter the upper and lower paths in the same order, as in panel (c), or in
reverse order, as in panel (d). Panel (e) is a mixed diagram in which two common particles
appear in the same order and two other common particles appear in reverse order.
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According to the Twersky approximation, no particle can be the origin of more than one
connector.

To simplify the problem, we will neglect all diagrams with crossing connectors and will
take into account only the diagrams with vertical or no connectors. This approximation will
allow us to sum and average large groups of diagrams independently and eventually derive
the radiative transfer equation.

We begin with diagrams that have no connectors. Since these diagrams do not involve
common particles, the ensemble averaging of the upper and lower paths can be performed
independently. Consider first the sum of the diagrams shown in Fig. 9(a), in which the Σ
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Fig. 7. The Twersky representation of the dyadic correlation function.
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Fig. 8. Classification of terms entering the Twersky expansion of the dyadic
correlation function.
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indicates both the summation over all appropriate particles and the statistical averaging over
the particle states and positions. According to Subsection 3.4, summing the upper paths
yields the coherent field at .1r  This result can be represented by the diagram shown in Fig.
9(b), in which the symbol       denotes the coherent field.

Similarly, summing the upper paths of the diagram shown in panel (c) gives the diagram
shown in panel (d). Indeed, since one particle is already reserved for the lower path, the
number of particles contributing to the upper paths in panel (c) is .1−N  However, the
difference between the sum of the upper paths in panel (c) and the coherent field at 1r
vanishes as N tends to infinity. We can continue this process and conclude that the total
contribution of the diagrams with no connectors is given by the sum of the diagrams shown
in panel (e). The final result can be represented by the diagram in panel (f), which means
that the contribution of all the diagrams with no connectors to the dyadic correlation
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                Fig. 9. Calculation of the total contribution of the diagrams with no connectors.
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function is simply the dyadic product of the coherent fields at the points r  and r′ :
)()( cc rErE ′⊗ ∗ .

 All other diagrams contributing to the dyadic correlation function have at least one

  
(a) (b) (c)

Fig. 10. Diagrams with one or more vertical connectors.
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                                          Fig. 11. Summation of the tails.
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vertical connector, as shown in Fig. 10(a). The part of the diagram on the right-hand side of
the right-most connector will be called the tail, whereas the box denotes the part of the
diagram on the left-hand side of the right-most connector. The right-most common particle
and the box form the body of the diagram.

Let us first consider the group of diagrams with the same body but with different tails,
as shown in Fig. 10(b). We can repeat the derivation of subsection 3.4 and verify that the
sum of all diagrams in Fig. 11(a) gives the diagram shown in Fig. 11(c). Indeed, let particle
q be the right-most connected particle and particle p be the right-most particle on the left-
hand side of particle q in the upper scattering paths of the diagrams shown in panel (a). The
electric field created by particle q at the origin of particle p is represented by the sum of the
diagrams on the left-hand side of panel (b). This result is summarized by the right-hand side
of panel (b). Analogously, the sum of the diagrams in panel (d) is given by the diagram in
panel (e), and so on. We can now sum up all diagrams in panel (f) and obtain the diagram
shown in Fig. 10(c). Thus the total contribution to the dyadic correlation function of all the
diagrams with the same body and all possible tails is equivalent to the contribution of a
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Fig. 12. Derivation of the ladder approximation for the dyadic correlation function.
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single diagram formed by the body alone, provided that the right-most common particle is
excited by the coherent field rather than by the external incident field. Thus we can cut off
all tails and consider only truncated diagrams like those shown in Fig. 10(c).

Thus, the dyadic correlation function is equal to )()( cc rErE ′⊗ ∗  plus the statistical
average of the sum of all connected diagrams of the type illustrated by panels (a)–(c) of Fig.
12, where the �  denotes all possible combinations of unconnected particles. Let us, for
example, consider the statistical average of the sum of all diagrams of the kind shown in
panel (c) with the same fixed shaded part. We thus must evaluate the left-hand side of the
equation shown in panel (d). Let particle r be the right-most particle on the left-hand side of
particle p in the upper scattering paths of the diagrams on the left-hand side of panel (d) and
u be the left-most particle on the right-hand side of particle q. The electric field created by
particle p at the origin of particle r via all the diagrams shown on the left-hand side of panel
(d) is given by the left-hand side of the equation shown diagrammatically in panel (e) and
can be written in expanded form as
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�+ ,         (90)

where qE  is the field at the origin of particle q created by particle u and the summations
and integrations are performed over all appropriate unconnected particles. In the limit

∞→N , Eq. (90) takes the form
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     (91)

The integrals on the right-hand side of Eq. (91) can be evaluated using the method of
stationary phase. The final result is [25]
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pq

pqpq
pqrpprpr A

R
R

ARG ERR
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RRE ⋅⋅⋅= )ˆ,ˆ(
),ˆ(

)ˆ,ˆ()( 
�

�

� η
,      (92)

where the coherent transmission dyad η�  is given by Eq. (78). Obviously, this equation
describes the coherent propagation of the wave scattered by particle q towards particle p
through the scattering medium. The presence of other particles on the line of sight
causes attenuation and, potentially, a change in polarization state of the wave.
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Equation (92) can be summarized by the diagram on the right-hand side of Fig.
12(e), where the double line indicates that the scalar factor pqpq RRk ]iexp[ 1  has been

replaced by the dyadic factor pqpqpq RR ])ˆ(iexp[ Rκ� . Thus the total contribution of all
diagrams with three fixed common particles t, q, and p to the dyadic correlation function
can be represented by the diagram in Fig. 12(f).

It is now clear that the final expression for the dyadic correlation function can be
represented graphically by Fig. 13. Owing to their appearance, the diagrams on the right-
hand side are called ladder diagrams, and this entire formula is called the ladder
approximation for the dyadic correlation function.

3.7.  INTEGRAL EQUATION FOR THE SPECIFIC COHERENCY DYAD

The coherency dyad is defined as )()()( rErEr ∗⊗=C
�

. The expanded form of the ladder
approximation for the coherency dyad follows from Figs. 13 and 14:
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where )()()( ccc rErEr ∗⊗=C
�

 is the coherent part of the coherency dyad. It is convenient
to integrate over all positions of particle 1 using a local coordinate system with origin at
the observation point, integrate over all positions of particle 2 using a local coordinate
system with origin at the origin of particle 1, etc. Using the notation introduced in Fig.
14 yields

−=
π

Σ
4 

)ˆ,(ˆd  )( prpr
��

C ,    (94)

where )ˆ,( pr −Σ
�

 is the specific coherency dyad defined by

          

=′∗⊗ )()( rErE + +

+ + +

Fig. 13. Ladder approximation for the dyadic correlation function.
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Note that p ranges from zero at the observation point to the corresponding value at the
point where the straight line in the p̂ -direction crosses the boundary of the medium
(point C in Fig. 14), 21R  ranges from zero at the origin of particle 1 to the corresponding
value at point 1C , etc. The specific coherency dyad has the dimension of specific
intensity (Wm–2sr–1) rather than that of monochromatic energy flux.

It is straightforward to verify that Σ
�

 satisfies the following integral equation:
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Fig. 14. Geometry showing the quantities used in Eq. (93).
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.     (96)

Indeed, Eq. (95) is reproduced by iterating Eq. (96). Equation (95) is simply an order-of-
scattering expansion of the specific coherency dyad with coherent field serving as the
source of multiple scattering.

The interpretation of Eq. (96) is clear: the specific coherency dyad for a direction
p̂−  at a point r consists of a coherent part and an incoherent part. The latter is a

cumulative contribution of all particles located along the straight line in the p̂ -direction
and scattering radiation coming from all directions p′−ˆ  into the direction p̂− .

3.8 RTE FOR SPECIFIC COHERENCY DYAD

We now introduce a q-axis as shown in Fig. 15 and rewrite Eq. (96) as

)()ˆˆ(δ)ˆ,( c QCQ
��

sqq −=Σ )ˆ,ˆ(),ˆ(ˆd dd
4 
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0 qqqq ′⋅−′+ AqQqn
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�ηξ
π
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O
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q q̂

p̂ Q

V

OBSERVATION
POINT

Fig. 15. Geometry showing the quantities used in the derivation of the RTE.
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.     (97)

Defining the diffuse specific coherency dyad as )ˆ,()ˆ,(d qq QQ ΣΣ
��

= )()ˆˆ(δ c QC
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sq −− , we
obtain
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Differentiating both sides of Eq. (98) yields
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For further use, it is more convenient to rewrite Eq. (99) in the following form:
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where dq is measured along the unit vector q̂ . Equation (100) is the integro-differential
RTE for the diffuse specific coherency dyad.

3.9.  RTE FOR SPECIFIC INTENSITY VECTOR

It follows from Eq. (98) that 0ˆ)ˆ,()ˆ,(ˆ dd =⋅=⋅ qqrqrq ΣΣ
��

, which allows us to introduce
the 22×  diffuse specific coherency matrix d

~ρ  using the local coordinate system with
origin at the observation point and orientation identical to that of the laboratory
coordinate system:
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We can now rewrite Eq. (100) in the form of the RTE for the diffuse specific coherency
matrix:



396
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where S is the amplitude matrix, k is the matrix propagation constant given by Eq. (82),
and
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The next obvious step is to introduce the corresponding coherency column vectors d
~J

and cJ :
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Lengthy, but simple algebraic manipulations yield
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where )ˆ(qJK  is the coherency extinction matrix averaged over the particle states and

)ˆ,ˆ( qq ′JZ  is the ensemble average of the coherency phase matrix. The column vector

)(c rJ  satisfies the transfer equation (85).
The final step in the derivation of the RTE is to define the diffuse specific intensity

column vector, )ˆ,(
~

)ˆ,(
~

dd  qrqr JDI = , and the coherent Stokes column vector,
)()( cc rr DJI = , and rewrite Eq. (105) in the form
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)()ˆ,ˆ( c0 rsq IZn+ ,  (106)

where )ˆ(qK  is the ensemble average of the Stokes extinction matrix and )ˆ,ˆ( qq ′Z  is the
ensemble average of the Stokes phase matrix. The coherent Stokes column vector )(c rI
satisfies the transfer equation (86).
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3.10.  DISCUSSION

Equations (86) and (106) represent the classical form of the RTE applicable to arbitrarily
shaped and arbitrarily oriented particles. The microphysical derivation of these equations
outlined above is based on fundamental principles of statistical electromagnetics and
naturally replaces the original incident field as the source of multiple scattering by the
decaying coherent field and leads to the introduction of the diffuse specific intensity
vector describing the photometric and polarimetric characteristics of the multiply
scattered light. The physical interpretation of )ˆ,(

~
d  qrI  is rather transparent. Imagine a

collimated detector centered at the observation point and aligned along the direction
)ˆ(  ˆ sq ≠  (Fig. 16). Let S∆  be the detector area and Ω∆  its acceptance solid angle. Each

infinitesimal element of the detector surface responds to the radiant energy coming from
the directions confined to a narrow cone with the small solid-angle aperture Ω∆
centered around q̂ . On the other hand, we can use Eq. (98) to write
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where p originates at the observation point r (Fig. 15) and the integration is performed
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Fig. 16. Physical meaning of the diffuse specific intensity vector.
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over the conical volume element V∆  having the solid-angle aperture Ω∆  and
extending from the observation point to point C (Fig. 16). The right-hand side of Eq.
(107) is simply the integral of the scattering signal per unit surface area perpendicular to
q̂  per unit time over all particles contained in the conical volume element. It is now
clear what quantity describes the total polarized signal measured by the detector per unit
time: it is the product )ˆ,(

~
 ∆∆ d  qrIΩS , which has the dimension of power (W). The first

element of )ˆ,(
~

d  qrI  is the standard diffuse specific intensity )ˆ,(~
d qrI  defined such that

the product )ˆ,(~ ∆∆∆ d qrISt Ω  gives the amount of radiant energy transported in a time
interval t∆  through an element of surface area S∆  normal to q̂  in directions confined
to a solid angle element Ω∆  centered around q̂ . The fact that the diffuse specific
intensity vector can be measured by an optical device and computed theoretically by
solving the RTE explains the practical usefulness of this quantity.

The microphysical derivation of the RTE was based on the following fundamental
approximations:

•  We assumed that each particle is located in the far-field zones of all other particles and
that the observation point is also located in the far-field zones of all the particles
forming the scattering medium.

•  We neglected all scattering paths going through a particle two and more times (the
Twersky approximation).

•  We assumed that the position and state of each particle are statistically independent of
each other and of those of all other particles and that the spatial distribution of the
particles throughout the medium is random and statistically uniform.

•  We assumed that the scattering medium is convex, which assured that a wave exiting
the medium cannot re-enter it.

•  We assumed that the number of particles N forming the scattering medium is large.

•  We ignored all diagrams with crossing connectors in the diagrammatic expansion of
the dyadic correlation function (the ladder approximation).

As a consequence, the RTE does not describe interference effects such as coherent
backscattering. The latter is caused by constructive interference of pairs of conjugate
waves propagating along the same scattering paths but in opposite directions and is
represented by diagrams with crossing connectors excluded from the derivation [21, 23].
Particles that are randomly positioned and are separated widely enough that each of
them is located in the far-field zones of all other particles are traditionally called
independent scatterers [26]. Thus the requirement of independent scattering is a
necessary condition of validity of the radiative transfer theory.

A fundamental property of the RTE is that it satisfies the energy conservation law.
Indeed, we can rewrite Eqs. (86) and (106) as a single RTE:
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where )ˆ,(
~

)()ˆˆδ()ˆ,(
~

d  c qrrsqqr III +−=  is the full specific intensity vector. The flux

density vector is defined as =
π4 

)ˆ,(~ˆ ˆd  )( qrqqrF I . The product Sd)(ˆ rFp ⋅  gives the

amount and the direction of the net flow of power through a surface element dS normal
to p̂ . Integrating both sides of Eq. (108) over all directions q̂  and recalling the
definitions of the extinction, scattering, and absorption cross sections (Subsection 2.5),
we derive

),(~)ˆ(ˆd )( abs
4 

0 qrqqrF ICn ��=⋅∇−
π

.  (109)

This means that the net inflow of electromagnetic power per unit volume is equal to the
total power absorbed per unit volume. If the particles forming the scattering medium are
nonabsorbing so that 0)ˆ(abs =�� qC , then the flux density vector is divergence-free:

0)( =⋅∇ rF .
For macroscopically isotropic and mirror-symmetric media, Eq. (108) can be

significantly simplified (see Subsection 2.7):
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where qCn dd ext0 ��=τ  is the optical pathlength element. By writing the normalized phase

matrix in the form ),,(
~ ϕϕθθ ′−′Z , we explicitly indicate that it depends on the difference

of the azimuth angles of the scattering and incident directions rather than on their specific
values. Equation (110) can be made even simpler by neglecting polarization and replacing
the specific intensity vector by its first element (i.e., specific intensity), and the normalized
phase matrix by its (1, 1) element (i.e., the phase function):
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where Θ  is the scattering angle (Fig. 3). Although ignoring the vector nature of light
and replacing the exact vector radiative transfer equation by its approximate scalar
counterpart has no rigorous physical justification, this simplification is widely used
when the medium is illuminated by unpolarized light and only the intensity of multiply
scattered light is required. The scalar approximation gives poor accuracy when the size
of the scattering particles is much smaller than the wavelength [29], but provides
acceptable results for particles comparable to and larger than the wavelength [30].

4. Adding equations

In order to apply the RTT to analyses of laboratory measurements or remote sensing
observations, one needs efficient theoretical techniques for solving the RTE.
Unfortunately, like many integro-differential equations, the RTE is difficult to study
mathematically and numerically. In order to facilitate the analysis, we will need several
simplifying assumptions. The most important of them are that the scattering medium (i)
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is plane parallel, (ii) has an infinite horizontal extent, and (iii) is illuminated from above
by a parallel quasi-monochromatic beam of light. These assumptions mean that all
properties of the medium and of the radiation field may vary only in the vertical
direction and are independent of the horizontal coordinates. Taken together, these
assumptions specify the so-called standard problem of atmospheric optics and provide a
model relevant to a great variety of applications in diverse fields of science and
technology. In this section we will not make any further assumptions and will derive
several important equations describing the internal diffuse radiation field as well as the
diffuse radiation exiting the medium.

4.1.  THE STANDARD PROBLEM

Let us consider a plane-parallel layer extending in the vertical direction from bzz =  to
tzz = , where the z-axis of the laboratory coordinate system is perpendicular to the

boundaries of the medium and is directed upwards, and “b” and “t” stand for “bottom”
and “top,” respectively (Fig. 17). A propagation direction n̂  at a point in space will be

                      

n̂θ
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O
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x

tz

bz

z

0n̂

Fig. 17. Plane-parallel scattering medium illuminated by a parallel quasi-
monochromatic beam of light.
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specified by a couplet } ,{ ϕu , where ]1 ,1[cos +−∈−= θu  is the direction cosine, and θ
and ϕ  are the corresponding polar and azimuth angles with respect to the local
coordinate system having the same spatial orientation as the laboratory coordinate
system. It is also convenient to introduce a non-negative quantity ]1 ,0[∈= uµ . In order
to make many formulas of this section more compact, we will denote by µ̂  the pair of
arguments ) ,( ϕµ  and by µ̂−  the pair of arguments ) ,( ϕµ−  (note that µ̂  and µ̂−  are
not unit vectors). A µ̂  always corresponds to a downward direction and a µ̂−  always
corresponds to an upward direction. We also denote

ϕµµ
π
ddˆd

2 

0 

1 

0 
= .  (112)

Let us assume that the scattering layer is illuminated from above by a parallel quasi-
monochromatic beam of light propagating in the direction } ,{ˆ 000 ϕµ=n . The uniformity
and the infinite transverse extent of the beam ensure that all parameters of the internal
radiation field and those of the radiation leaving the scattering layer are independent of the
coordinates x and y. Therefore, Eq. (108) can be rewritten in the form
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π
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and must be supplemented by the boundary conditions

000t )(δ)(δ)ˆ ,(
~ II ϕϕµµµ −−=z ,  (114)

0I =− )ˆ ,(
~

b µz ,  (115)

where )ˆ ,(
~

)()ˆˆ(δ)ˆ ,(
~

d  c0 nnnn zzz III +−=  is the full specific intensity vector including both
the coherent and the diffuse component, K and Z are the ensemble-averaged extinction and
phase matrices, respectively (note that we have omitted the angular brackets for the sake of
brevity), 0I  is the Stokes vector of the incident beam, and 0 is a zero four-element column.
The boundary conditions follow directly from the integral form of the RTE and mean that
the downwelling radiation at the upper boundary of the layer consists only of the incident
parallel beam and that there is no upwelling radiation at the lower boundary. Equations
(113)–(115) collectively represent what we have called the standard problem.

Since )(0 zn  is a common factor in both terms on the right-hand side of Eq. (113), it is
convenient to eliminate it by introducing a new vertical “coordinate” )(zψ  according to

zzn d)(d 0−=ψ  or

zznz
z

′′=
∞

d)()( 0

 

 
ψ .  (116)

The )(zψ  has the dimension 2m−  and is the number of particles in a vertical column
having a unit cross section and extending from zz =′  to infinity. It is, therefore, natural to
call it the “particle depth.” Unlike the z-coordinate, which increases in the upward direction,
the ψ -coordinate increases in the downward direction. We then have
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000 )(δ)(δ)ˆ ,0(
~ II ϕϕµµµ −−= ,  (118)

0I =− )ˆ ,(
~ µΨ ,  (119)

where )( bzψΨ =  is the “particle thickness” of the layer (Fig. 18).

4.2. THE MATRIZANT

Consider first the solution of the differential transfer equation

0        ),ˆ ,(
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)ˆ ,( 
d

)ˆ ,(
~

d ψψµψµψ
ψ

µψµ ≥−= IKI  (120)

supplemented by the initial condition

0 0
~

)ˆ ,(
~ II =µψ .  (121)

It is convenient to express )ˆ ,(
~ µψI  in terms of the solution of the following auxiliary

initial-value problem:
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Fig. 18. The standard problem.
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00
0         ),ˆ , ,()ˆ ,( 

d
)ˆ , ,(d ψψµψψµψ

ψ
µψψµ ≥−= XKX ,  (122)

∆X =)ˆ , ,( 00 µψψ ,  (123)

where )ˆ , ,( 0 µψψX  is a 44×  real matrix called the matrizant and ]1 ,1 ,1 ,1[diag=∆  is the
44×  unit matrix. Specifically, if the matrizant is known then the solution of Eqs. (120)–

(121) is simply

0 0
~

)ˆ , ,()ˆ ,(
~ IXI µψψµψ = .  (124)

The matrizant has the obvious property

)ˆ , ,()ˆ , ,()ˆ , ,( 0110 µψψµψψµψψ XXX = ,  (125)

where ψψψ ≤≤ 10 .
If the scattering layer is homogeneous then )ˆ()ˆ ,( µµψ KK ≡ , and the matrizant can be

written in the form of a matrix exponent:

][ )ˆ( )(exp)ˆ , ,( 00 µµψψµψψ KX −−= .  (126)

If the layer is inhomogeneous, one should exploit the property (125) by subdividing the
interval ] ,[ 0 ψψ  into a number N of equal subintervals ] ,[ 10 ψψ , …, ] ,[ 1 nn ψψ − , …,

] ,[ 1 ψψ −N  and calculating the matrizant in the limit ∞→N :

�]{[ )ˆ ,2∆( )∆( lim)ˆ , ,( 10 µψψµψµψψ += −
∞→

− N
N

K∆X

  �][ )ˆ ,2∆( )∆( 1 µψψµψ +−× −nK∆

  ]}[ )ˆ ,2∆( )∆( 0 µψψµψ +−× K∆ ,  (127)

where N)(∆ 0ψψψ −= .
Similarly, the solution of the equation

0        ),ˆ ,(
~

)ˆ ,( 
d

)ˆ ,(
~

d ψψµψµψ
ψ

µψµ ≤−−−=−− IKI  (128)

supplemented by the initial condition

0 0
~

)ˆ ,(
~ II =− µψ        (129)

can be expressed in terms of the solution of the auxiliary initial-value problem

00
0         ),ˆ , ,()ˆ ,( 

d
)ˆ , ,(d ψψµψψµψ

ψ
µψψµ ≤−−−=−− XKX ,        (130)

∆X =− )ˆ , ,( 00 µψψ        (131)

as
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0 0
~

)ˆ , ,()ˆ ,(
~ IXI µψψµψ −=− .        (132)

The matrizant )ˆ , ,( 0 µψψ −X  has the property

010110         ),ˆ , ,()ˆ , ,()ˆ , ,( ψψψµψψµψψµψψ ≤≤−−=− XXX  (133)

and is given by

][ )ˆ( )(exp)ˆ , ,( 00 µµψψµψψ −−−=− KX        (134)

if the layer is homogeneous and by

�]{[ )ˆ ,2∆( )∆( lim)ˆ , ,( 10 µψψµψµψψ −−−=− −
∞→

N
N

K∆X

      �][ )ˆ ,2∆( )∆( 1 µψψµψ −−−× −nK∆

   ]}[ )ˆ ,2∆( )∆( 0 µψψµψ −−−× K∆       (135)

if the layer is inhomogeneous, where N)(∆ 0 ψψψ −=  and ψψψ ∆0 nn −= .

4.3.  THE GENERAL PROBLEM

The standard problem (117)–(119) implies that the scattering layer is illuminated only from
above and only by a parallel beam of light. It is useful, however, to consider mathematically
the following more general boundary values, which include the boundary conditions (118)
and (119) as a particular case:

)ˆ(
~

)ˆ ,0(
~

  µµ ↓= II ,  (136)

)ˆ(
~

)ˆ ,(
~

  µµΨ −=− ↑II ,  (137)

where )ˆ(
~
  µ↓I  and )ˆ(

~
  µ−↑I  are arbitrary. We will call Eqs. (117), (136), and (137) the

general problem.
The linearity of the RTE allows us to express the radiation field )ˆ ,(

~
nψI  for ] ,0[ Ψψ ∈

in terms of the specific intensity vectors )ˆ(
~
  µ↓I  and )ˆ(

~
  µ−↑I  as follows:

)ˆ(
~

)ˆ ,ˆ ,( ˆd)ˆ(
~

)ˆ 0 ()ˆ ,(
~

  
1

  µµµψµµµµψµψ π ′′′′+= ↓↓ IDIXI ,,

   )ˆ(
~

)ˆ ,ˆ ,( ˆd   
†1 µµµψµµπ ′−′′′+ ↑IU ,  (138)

)ˆ(
~

)ˆ ,ˆ ,( ˆd)ˆ(
~

)ˆ    ()ˆ ,(
~

  
1

  µµµψµµµµΨψµψ π ′′′′+−−=− ↓↑ IUIXI ,,

         )ˆ(
~

)ˆ ,ˆ ,( ˆd   
†1 µµµψµµπ ′−′′′+ ↑ID ,        (139)

where the 44×  matrices D and U describe the response of the scattering layer to the
radiation incident on the upper boundary from above, while the 44×  matrices †D  and †U
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describe the response to the radiation illuminating the bottom boundary of the layer from
below. The first terms on the right-hand side of Eqs. (138) and (139) describe the coherent
propagation of the incident light, whereas the remaining terms describe the result of
multiple scattering. The corresponding reflection and transmission matrices determine the
Stokes parameters of the radiation exiting the layer and are defined as

 )ˆ ,ˆ ,0()ˆ ,ˆ( µµµµ ′=′ UR ,  (140)
)ˆ ,ˆ ,()ˆ ,ˆ( µµΨµµ ′=′ DT ,  (141)

)ˆ ,ˆ ,()ˆ ,ˆ( †† µµΨµµ ′=′ UR ,  (142)
)ˆ ,ˆ ,0()ˆ ,ˆ( †† µµµµ ′=′ DT .  (143)

The matrices R and T describe the response of the layer to the external radiation falling
from above, whereas the matrices †R  and †T  describe the response to the external
radiation falling from below.

The reader can easily verify that the solution of the standard problem can now be
expressed as

000
1

0000 )ˆ ,ˆ ,()ˆ 0 ()(δ)(δ)ˆ ,(
~ IDIXI µµψµµψϕϕµµµψ π+−−= ,, ,  (144)

000
1 )ˆ ,ˆ ,()ˆ ,(

~ IUI µµψµµψ π=− ,              (145)

000
1

0000 )ˆ ,ˆ()ˆ 0 ()(δ)(δ)ˆ ,(
~ ITIXI µµµµΨϕϕµµµΨ π+−−= ,, ,     (146)

000
1 )ˆ ,ˆ()ˆ ,0(

~ IRI µµµµ π=− .              (147)

4.4.  ADDING EQUATIONS

In this subsection we will describe an elegant mathematical scheme for computing the
matrices D, U, †D , †U , R, T, †R , and †T  based on so-called adding equations. Let us

                        

ψ

0=ψ

Ψψ =

)ˆ,0(
~ µ−I

)ˆ(
~ µ↓I

)ˆ,(
~ µψ −I

)ˆ,(
~ µψI

)ˆ(
~ µ↑I

)ˆ,(
~ µΨI

1Layer

2Layer

Fig. 19. Illustration of the adding principle.
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divide the entire layer ] ,0[ Ψ  into layers ] ,0[ ψ  and ] ,[ Ψψ  (Fig. 19). Applying Eqs.
(138)–(143) to the two component layers and to the combined layer yields

)ˆ ,ˆ ,()ˆ ,ˆ( ˆd)ˆ 0 ()ˆ ,ˆ()ˆ ,ˆ ,( 2
1

2 µµψµµµµµψµµµµψ π ′′′′′′′′′+′′=′ DRXRU ,, ,  (148)

)ˆ ,ˆ ,()ˆ ,ˆ( ˆd)ˆ ,ˆ()ˆ ,ˆ ,( †
1

1
1 µµψµµµµµµµµψ π ′′′′′′′′′+′=′ URTD ,  (149)

)ˆ ,ˆ ,()ˆ ,ˆ( ˆd)ˆ  ()ˆ ,ˆ()ˆ ,ˆ ,( ††
1

1†
1

† µµψµµµµµΨψµµµµψ π ′′′′′′′′′+′−′=′ DRXRU ,, ,  (150)

)ˆ ,ˆ ,()ˆ ,ˆ( ˆd)ˆ ,ˆ()ˆ ,ˆ ,( †
2

1†
2

† µµψµµµµµµµµψ π ′′′′′′′′′+′=′ URTD ,  (151)

where the subscripts 1 and 2 denote the reflection and transmission matrices of isolated
layers 1 and 2, respectively. Indeed, we can apply Eqs. (138), (141), and (142) to layer 1
and write

)ˆ(
~

)ˆ ,ˆ( ˆd)ˆ(
~

)ˆ 0 ()ˆ ,(
~

  1
1

  µµµµµµµψµψ π ′′′′+= ↓↓ ITIXI ,,

)ˆ  ,(
~

)ˆ ,ˆ( ˆd †
1

1 µψµµµµπ ′−′′′+ IR

  )ˆ(
~

)ˆ ,ˆ( ˆd)ˆ(
~

)ˆ 0 (   1
1

  µµµµµµµψ π ′′′′+= ↓↓ ITIX ,,

  )ˆ(
~

)ˆ  ()ˆ ,ˆ( ˆd   
†
1

1 [ µµΨψµµµµπ ′−′−′′′+ ↑IXR , , )ˆ(
~

)ˆ ,ˆ ,( ˆd   
1 µµµψµµπ ′′′′′′′′′+ ↓IU

  ])ˆ(
~

)ˆ ,ˆ ,( ˆd   
†1 µµµψµµπ ′′−′′′′′′′+ ↑ID ,  (152)

which, after comparison with Eq. (138), gives Eqs. (149) and (150). Similarly, Eqs. (148)
and (151) follow from

)ˆ(
~

)ˆ ,ˆ( ˆd)ˆ(
~

)ˆ    ()ˆ ,(
~

  
†
2

1
  µµµµµµµΨψµψ π ′−′′′+−−=− ↑↑ ITIXI ,,

   )ˆ ,(
~

)ˆ ,ˆ( ˆd 2
1 µψµµµµπ ′′′′+ IR

     )ˆ(
~

)ˆ ,ˆ( ˆd)ˆ(
~

)ˆ    (   
†
2

1
  µµµµµµµΨψ π ′−′′′+−−= ↑↑ ITIX ,,

     )ˆ(
~

)ˆ 0 ()ˆ ,ˆ( ˆd   2
1 [ µµψµµµµπ ′′′′′+ ↓IXR ,, )ˆ(

~
)ˆ ,ˆ ,( ˆd   

1 µµµψµµπ ′′′′′′′′′+ ↓ID

      ])ˆ(
~

)ˆ ,ˆ ,( ˆd   
†1 µµµψµµπ ′′−′′′′′′′+ ↑IU  (153)

and Eq. (139). By analogy, one can derive

)ˆ ,ˆ ,()ˆ   0()ˆ ,ˆ()ˆ ,ˆ( 1 µµψµψµµµµ ′−+′=′ UXRR ,,

    )ˆ ,ˆ ,()ˆ ,ˆ( ˆd †
1

1 µµψµµµµπ ′′′′′′′′′+ UT ,  (154)

)ˆ ,ˆ ,()ˆ  ()ˆ 0 ()ˆ ,ˆ()ˆ ,ˆ( 2 µµψµψΨµψµµµµ ′+′′=′ DXXTT ,,,,

 )ˆ ,ˆ ,()ˆ ,ˆ( ˆd 2
1 µµψµµµµπ ′′′′′′′′′+ DT ,  (155)
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)ˆ ,ˆ ,()ˆ  ()ˆ ,ˆ()ˆ ,ˆ( ††
2

† µµψµψΨµµµµ ′+′=′ UXRR ,,

   )ˆ ,ˆ ,()ˆ ,ˆ( ˆd †
2

1 µµψµµµµπ ′′′′′′′′′+ UT ,  (156)

)ˆ ,ˆ ,()ˆ   0()ˆ    ()ˆ ,ˆ()ˆ ,ˆ( ††
1

† µµψµψµΨψµµµµ ′−+′−′=′ DXXTT ,,,,

  )ˆ ,ˆ ,()ˆ ,ˆ( ˆd ††
1

1 µµψµµµµπ ′′′′′′′′′+ DT .        (157)

The interpretation of Eqs. (148)–(151) and (154)–(157) is clear. For example, Eq. (148)
indicates that the upwelling radiation at the interface between layers 1 and 2 in response to
the beam incident on the combined layer from above is simply the result of the reflection of
the corresponding downwelling radiation by layer 2. This downwelling radiation consists of
the attenuated direct component represented by the matrizant )ˆ 0 ( µψ ′,,X  (photon trajectory
1 in Fig. 20) and the diffuse component represented by the matrix )ˆ ,ˆ ,( µµψ ′′′D  (photon
trajectory 2 in Fig. 20). Similarly, Eq. (154) shows that the reflected radiation in response to
the beam illuminating the combined layer from above consists of three components: (i) the
photons that never reached the interface between layers 1 and 2 (the first term on the right-
hand side of Eq. (154) and photon trajectory 1 in Fig. 21); (ii) the photons reflected by layer
2 and transmitted by layer 1 without scattering (the second term on the right-hand side of
Eq. (154) and photon trajectory 2 in Fig. 21); and (iii) the photons reflected by layer 2 and
diffusely transmitted by layer 1 (the third term on the right-hand side of Eq. (154) and
photon trajectory 3 in Fig. 21). The reader may find it a useful exercise to give similar
graphical interpretations of Eqs. (149)–(151) and (155)–(157).

Equations (148)–(151) and (154)–(157) are called adding equations because they allow
one to compute the scattering properties of the combined layer provided that the scattering
properties of each component layer are known. Indeed, if the matrices ,1R  ,1T  ,†

1R  and
†

1T   for layer 1 in isolation from layer 2 and the matrices ,2R  ,2T  ,†
2R  and †

2T  for layer 2
in isolation from layer 1 are known then one can solve Eqs. (148)–(151) and find the

                        

ψ

0

Ψ

1Layer

2Layer

12

Fig. 20. Physical interpretation of Eq. (148).
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matrices D, U, ,†D  and †U  describing the radiation field at the interface between the layers
in the combined slab. This procedure involves replacing the angular integrals by appropriate
quadrature sums. For example, Eq. (148) becomes

) , ;0 ,() , ; ,() , ; , ;( 2 lklkjilkji µµµµµ ϕψϕϕϕϕψ XRU =

   ) , ; ,(1
2

1 1
nmjimnm

N

m

N

n

µµuw ϕϕµ
π

µ ϕ

R
= =

+ ) , ; , ;( lknm µµ ϕϕψD ,

where ) ..., ,1(    and  µµ Niwii =  are quadrature division points and weights on the interval
[0, 1] and ) ..., ,1(    and  ϕϕ Niuii =  are quadrature division points and weights on the
interval ]2 ,0[ π . The resulting system of linear algebraic equations for the unknown values
of the matrices , ,UD  ,†D  and †U  at the quadrature division points can be solved using one

of many available numerical techniques. After the matrices D, U, ,†D  and †U  at the
quadrature division points are found, the reflection and transmission matrices of the
combined layer can be calculated using the discretized version of Eqs. (154)–(157). Adding
two identical layers is traditionally called the doubling procedure.

Furthermore, let us assume that the matrices 1U , 1D , †
1U , and †

1D  for a vertical level
inside layer 1 are known, where the subscript 1 indicates that these matrices pertain to layer
1 taken in isolation from layer 2. Then the matrices U , D , †U , and  †D  for the same level
in the combined layer can also be easily calculated. Indeed, applying Eqs. (138) and (139)
to each component layer and to the combined layer, we derive

)ˆ ,ˆ ,()ˆ   ()ˆ ,ˆ ,()ˆ ,ˆ ,( 1 µµψµψψµµψµµψ ′−′+′′=′′ UXUU ,,

      )ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd †
1

1 µµψµµψµµπ ′′′′′′′′′′+ UD ,        (158)

                 

ψ

0

Ψ

1Layer

2Layer

123

Fig. 21. Physical interpretation of Eq. (154).
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)ˆ ,ˆ ,()ˆ ,ˆ ,( 1 µµψµµψ ′′=′′ DD )ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd †
1

1 µµψµµψµµπ ′′′′′′′′′′+ UU ,     (159)

)ˆ    ()ˆ ,ˆ ,()ˆ ,ˆ ,( †
1

† µΨψµµψµµψ ′−′′=′′ ,,XUU

  )ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd ††
1

1 µµψµµψµµπ ′′′′′′′′′′+ DU ,        (160)

)ˆ    ()ˆ ,ˆ ,()ˆ ,ˆ ,( †
1

† µΨψµµψµµψ ′−′′=′′ ,,XDD )ˆ ,ˆ ,()ˆ    ( † µµψµψψ ′−′+ DX ,,

  )ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd ††
1

1 µµψµµψµµπ ′′′′′′′′′′+ DD        (161)

for ] ,0[ ψψ ∈′  (Fig. 22(a)). Similarly, if we know the matrices 2U , 2D , †
2U , and †

2D  for a
vertical level inside layer 2 taken in isolation from layer 1 then

)ˆ 0 ()ˆ ,ˆ ,()ˆ ,ˆ ,( 2 µψµµψψµµψ ′′−′=′′ ,,XUU

)ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd 2
1 µµψµµψψµµπ ′′′′′−′′′′′+ DU ,        (162)

)ˆ 0 ()ˆ ,ˆ ,()ˆ ,ˆ ,( 2 µψµµψψµµψ ′′−′=′′ ,,XDD )ˆ ,ˆ ,()ˆ  ( µµψµψψ ′′+ DX ,,

)ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd 2
1 µµψµµψψµµπ ′′′′′−′′′′′+ DD ,     (163)

)ˆ ,ˆ ,()ˆ  ()ˆ ,ˆ ,()ˆ ,ˆ ,( ††
2

† µµψµψψµµψψµµψ ′′+′−′=′′ UXUU ,,

  )ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd †
2

1 µµψµµψψµµπ ′′′′′−′′′′′+ UD ,        (164)

)ˆ ,ˆ ,()ˆ ,ˆ ,( †
2

† µµψψµµψ ′−′=′′ DD )ˆ ,ˆ ,()ˆ ,ˆ ,( ˆd †
2

1 µµψµµψψµµπ ′′′′′−′′′′′+ UU

       (165)

for ] ,[ Ψψψ ∈′  (Fig. 22(b)). The physical meaning of these formulas is rather transparent.

        

0

Ψ

ψ

1Layer

2Layer

ψ′

)ˆ,(
~ µψ −′I

)ˆ,(
~ µψ ′I

0

Ψ

ψ

1Layer

2Layer
ψ′

)ˆ,(
~ µψ −′I

)ˆ,(
~ µψ ′I

(a b)) (

Fig. 22. Internal radiation field.
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For example, the first term on the right-hand side of Eq. (158) represents the contribution of
photons that never reached the interface between layers 1 and 2, as shown schematically by
photon trajectory 1 in Fig. 23. The second term describes the contribution of the photons
that crossed the interface, exited layer 2 in the direction µ̂ , and reached the level ψ ′
without scattering, as illustrated by photon trajectory 2 in Fig. 23. The last term gives the
contribution of the photons that crossed the interface and were scattered at least once inside
layer 1 before they reached the level ψ ′  (trajectory 3 in Fig. 23).

A practical implementation of the adding method can involve the following basic steps.

(1) A vertically inhomogeneous layer of particle thickness Ψ  is approximated by a
stack of N partial homogeneous layers having particle thicknesses NΨΨ  ..., ,1  such that

=
=

N

n
n

1
ΨΨ  (Fig. 24). The number of partial layers and their partial thicknesses can

depend on the degree of vertical inhomogeneity of the original layer as well as on the
desired numerical accuracy of computations.

(2) The reflection and transmission matrices ††   and  , , , nnnn TRTR  of partial layer n in
isolation from all other layers are computed by using the doubling method (Fig. 25). The
doubling process can be started with a layer having a particle thickness nk

nn 2∆ ΨΨ =
small enough that the reflection and transmission matrices for this layer can be computed by
considering only the first order of scattering. Specifically, choosing the number of doubling
events nk  sufficiently large that all elements of the matrices nnZΨ∆  and nnKΨ∆  are
much smaller than unity, using Eqs. (117) and (136)–(143), and neglecting all terms
proportional to m

n )(∆Ψ  with m > 1, we derive

           

0

Ψ

ψ
1Layer

2Layer

ψ′

123

Fig. 23. Physical interpretation of Eq. (158).
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)ˆ(∆ )ˆ ,0 ,∆( µ
µ
ΨµΨ ′

′
−=′ n

n
nn K∆X ,            (166)

                            
NΨ

1Ψ

2Ψ

3Ψ

nΨ

Ψ

Fig. 24. Representation of a vertically inhomogeneous scattering layer by a stack
of N homogeneous sublayers.

                       

nΨ

nΨ2

  n
kn ΨΨ 2=

nΨ4

Fig. 25. The doubling procedure.
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)ˆ(∆ )ˆ ,∆ ,0( µ
µ
ΨµΨ −−=− n

n
nn K∆X .            (167)

)ˆ ,ˆ(∆)ˆ ,ˆ( µµ
µµ
Ψπµµ ′−

′
=′ n

n
n ZR ,        (168)

)ˆ ,ˆ(∆)ˆ ,ˆ( µµ
µµ
Ψπµµ ′

′
=′ n

n
n ZT ,        (169)

)ˆ ,ˆ(∆)ˆ ,ˆ(† µµ
µµ
Ψπµµ ′−

′
=′ n

n
n ZR ,        (170)

)ˆ ,ˆ(∆)ˆ ,ˆ(† µµ
µµ
Ψπµµ ′−−

′
=′ n

n
n ZT ,        (171)

Obviously, the doubling procedure will also yield the matrices nU , nD , †
nU , and †

nD  at
12 −nk  equidistant levels inside the nth partial layer (Fig. 25).

(3) The N partial homogeneous layers are recursively added starting from layer 1 and
moving down or starting from layer N and moving up. This process gives the reflection and
transmission matrices of the combined slab and the matrices U , D , †U , and  †D  at the

1−N  interfaces between the partial layers as well as at the 
=

−
N

n
kn

1
)12(  levels inside the

partial layers rendered by the doubling procedure.
Numerical solution of the adding equations requires the knowledge of the ensemble-

averaged extinction and phase matrices. The exact and approximate theoretical methods
applicable to single-scattering computations for small particles have been extensively
reviewed in recent books by Mishchenko et al. [26, 31] and will not be specifically
discussed here. Those books also provide a detailed discussion of extinction, scattering, and
absorption properties of particles having diverse morphologies and compositions and
encountered in various environments.

The adding concept goes back to Stokes [32], who analyzed the reflection and
transmission of light by a stack of glass plates, and was introduced to radiative transfer by
van de Hulst [33]. Our derivation of the adding equations for scattering layers consisting of
arbitrarily oriented nonspherical particles largely follows [34].

The adding equations become significantly simpler for macroscopically isotropic and
mirror-symmetric scattering media (cf. Eq. (110)). A definitive account of this situation can
be found in [35, 36]. Multiple remote sensing and astrophysical applications of the RTT can
be found in [6–11, 13, 15, 31, 37–40].
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